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Histogram and cumulative histogram of a digital image 
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Histogram table  

	  r
	0
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15

	  k
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15
	16

	nk =

h[rk]  
	0
	0
	0
	0
	28
	2
	18
	0
	12
	0
	0
	4
	0
	0
	0
	0


k is simply the index of the gray scale levels.
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Histogramtable og cumulative histogramtable    C[rk]

	rk
	0
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15

	nk = h[rk]
	0
	0
	0
	0
	28
	2
	18
	0
	12
	0
	0
	4
	0
	0
	0
	0

	C[rk]
	0
	0
	0
	0
	28
	30
	48
	48
	60
	60
	60
	64
	64
	64
	64
	64
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Histogram and probability

If you have a 8x8 black and white image with 16 black pixels and 48 white pixels,  and you want to pick a pixel arbitrary,  the probability of picking a black pixel is 16/64 = 0,25.

You can normalize a histogram by dividing the numbers on the second axis by the total number of pixels.  The histogram in this case will then be one column at the black level of height 0,25 and one column at the white level of height 0,75.   The normalized histogram hence shows us the probability of picking a pixel of a certain gray level.

If  we have L gray-levels from 0 to G and indexed from 1 to L , then the estimate of  the probability of the occurrence of an intensity level rk is 
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      where k can have values 1,2 .... L

If we have a pixture with contiuous gray scale scaled to ranging from 0 to 1 ( A pixture of class double comes close ) , then the discrete probability function changes to a continuous probability density function - PDF .








The probability of finding a pixel with gray level within r  is :   
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The number of pixels in image f that have graylevels in the range r  is :   
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From statistics we know that we can make the Cumulative Distribution Function – CDF

( no: "Kumulativ fordelingsfunksjon" ) by integrating the PDF – function.
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The cumulative distribution in our case looks roughly like this:








Histogram equalization of a continuous image.

We have a input image f which has a gray scale r that is continuous and scaled from 0 to 1.

We want to create a new image g  by performing an intensity transformation T og f .  

The gray scale s of image g is also continuous and scaled from 0 to 1.

Hence we have :

The number of pixels in image f  that have graylevels in the range r  is :   
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The number of pixels in image g  that have graylevels in the range s  is :   
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We choose the transformation function to be the CDF-function

This means that  
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By derivating the equation with respect of r we find:    
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If we think of ds and dr as small quantities we can write :     
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Figure 6.   Intensity transformation from image f  to g using the CDF -function

When we do the intensity transformation on all the pixels inn the gray-evel area of r, we create just as many pixels in the graylevel area of s.  

Hence we have:   
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r

r

p

n

s

s

p

k

r

k

s

×

D

×

=

×

D

×

)

(

)

(


or
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Since we already have found that  
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This means that image g has got a completely flat probability density function.  All gray levels appear with the same probability.  This is called a uniform distribution

It seems to be a good idea to use this type of transformation, since it makes equal use of all gray levels.  The CDF for such a picture becomes a ramp function, increasing from (near) zero to 1.

Histogram eqalization on digital images

In a digital image we have a limited number of gray levels.  Normally a lot of pixels have the same gray level.  We can change the gray level for the whole group of pixels with the same gray level, but they must all have the same gray level in the new pixel.  If not, we are changing the content of the image.  

This means that we will not get a fully uniform distrimution.  However, the result can still be satisfactory.  

In the digital case the integration changes to summation, so we get: 
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     for  k = 1 …. L
The histogram is the probabilities multiplied by n:     
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The cumulativ histogram is  the CDF function multiplied by n :    
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The backscaled new gray levels are:    
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	r
	0
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15

	k
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15
	16

	nk=p
	0
	0
	0
	0
	28
	2
	18
	0
	12
	0
	0
	4
	0
	0
	0
	0

	
	0
	0
	0
	0
	0,44
	0,03
	0,29
	0
	0,19
	0
	0
	0,06
	0
	0
	0
	0

	C[rk]
	0
	0
	0
	0
	28
	30
	48
	48
	60
	60
	60
	64
	64
	64
	64
	64

	s
	0
	0
	0
	0
	0,44
	0,47
	0,76
	0,76
	0,95
	0,95
	0,95
	1*
	1
	1
	1
	1

	Scaled:

sG
	0
	0
	0
	0
	6,6

=7
	7,05

=7
	11,4

=11
	11
	14,3

=14
	14
	14
	15
	15
	15
	15
	15


Resulting histogram after histogram eqalization:
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Cumulative histogram after histogramequalization:
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Graphic solution:

You simlpy slide the vertical bars to the right until the top hits the left to right diagonal. 
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Enhanced histogram equalization

 We dont get as good result as we might because we dont use the whole gray scale span. 

The enhancement is based on a contrast stretching so that the whole gray scale is used.

We see from the table that the lowest gray-scale value after histogram equalization is 6,6

( It is important not to round off until we are finished.).  We call this value s0 and the new gray-levels s'.  Graphically the stretching is:  






All graylevels is in the linear region between s0 = 6,6 and G=15.  After stretching the gray levels will span from 0 to G=15

The quation for stretching is : 
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In this case we have  
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 and G=15 so 
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In the end we have to scale s' back to the range 0 – G by multiplying with G..

	r
	0
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15

	Scaled:

sG
	0
	0
	0
	0
	6,6


	7,05


	11,4


	11
	14,3


	14
	14
	15
	15
	15
	15
	15

	s'G
	-
	-
	-
	-
	0
	~1
	~8
	-
	~13
	-
	-
	15
	-
	-
	-
	-


* small round off errors
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The spreading is excellent.  We have even still the small group of two pixels.
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The result can also be found graphically.  You move the first vertical bar to the left to position 
 
s' =0.   Then you draw straight the line between the top of this bar and the upper right corner.

At last you slde the other vertical bars horizontally until their tops are touching the staight line.             

At last the pixture have to be updated  according to the new graylevels.

We read pixel by pixel, and each time we use the table as a look up table with k as index

The new graylevel value is then written into the corresponding position on the new updated image. 
	
	
	
	
	y
	
	
	
	

	
	0
	0
	0
	0
	0
	0
	0
	0

	
	0
	1
	8
	8
	8
	8
	8
	0

	
	0
	1
	13
	13
	13
	13
	8
	0

	x
	0
	8
	13
	15
	15
	13
	8
	0

	
	0
	8
	13
	15
	15
	13
	8
	0

	
	0
	8
	13
	13
	13
	13
	8
	0

	
	0
	8
	8
	8
	8
	8
	8
	0

	
	0
	0
	0
	0
	0
	0
	0
	0


Histogram matching
The graphic solution can also be looked upon this way:
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We could have found the same values of s, if we had used another CDF'  (and thereby another PDF') and another set of starting gray levels, here called z.  We wouls then have the transformation: 




s = H(z) = CDF'(z)

Knowing PDF' we could find CDF' which is the H(z) function.  We could also find the invers function H-1 since it is unique for digital values.  Then we could find the gray-levels z which combined with the CDF' gives us a histogramequalized image which we know.





z = H-1(s) = H-1[T(r)] 
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  MATLAB:        g = histerq( f, hspec )

 ( You specify the hspec which is the PDF, MATLAB does the rest )









8 x 8 image 


Totalt number of pixels   n = 64


Gray scale  r:  0 – 15


Max gray value:   G = L-1 = 15       
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Figure 4. PDF – Probability density function





Figure 2.  Histogram





Figure 1.    Original image f
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Figure 13


Image that has been subject to both


histogram equalization and stretching.
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Figure 12


Cumulative histogram


after histogramequalization and gray level stretching.











Figure 11


Result after histogramequalization and


gray level stretching.
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s = T(r)= CDF(r)
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Figure 3.  


Cumulative histogram of original image
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Figure 7. 


Histogram for image g �( after histogram equalization )








Figure 9.  


Graphic solution
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Figure 10. 


Intensity transformation for streching of graylevels
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� EMBED Equation.3  ���
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Figure 8. 


Cumulative histogram for image g �( after histogramequalization )
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� EMBED Equation.3  ���
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Figure 5. CDF – Cumulative Distribution Function
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